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Abstract
Abstract: How to write it

An abstract conveys in a summary of 150 words your
research idea, experimental results, and their impact.
It is an opportunity to directly communicate the key
message of your proposal, which otherwise has to be
collected from different places in the paper. With order
words: Not including an abstract in a proposal is a missed
opportunity!

This template is for papers, research-based group work re-
ports, BSc and MSc theses, seminar works, etc. It is based on
a common ACM style, which is both popular in the computer
science research community as well as well maintained. For the
author’s information, create an ORCID and add it to your record,
see the example of the first author. You can obtain an ORCID
here: https://orcid.org/

For comments and feature requests, please email Ansgar at
ansgar.scherp@uni-ulm.de.For

the
ab-
stract,
please
fol-
low
the
Jen-
nifer
Widom
struc-
ture.

Submission:We pledge tomake the source code and additional re-
sources publicly available upon acceptance of the paper. An (anony-
mous) preview for the reviewers can be found at: http://anonoymo.
us/me.

Submission (if already available on arXiv): An earlier version
of this paper has been published on arXiv (add cite). We release the
source code upon acceptance of the paper.

Final: The source code and additional resources are available at:
http://anonoymo.us/me

∗Both authors contributed equally to this research.

Note on the Use of Generative AI Tools

We are following the procedure of the German Research
Foundation regarding the use of generative AI tools.

• Please carefully read the DFG’s “Guidelines
for Dealing with Generative Models for
Text and Image Creation”, which are avail-
able here: www.dfg.de/download/pdf/dfg_
im_profil/geschaeftsstelle/publikationen/
stellungnahmen_papiere/2023/230921_
statement_executive_committee_ki_ai.pdf

• A very good “Artificial intelligence guidance” of
what one can do and what not is also found
here: https://www.essex.ac.uk/student/exams-
and-coursework/artificial-intelligence

• This coincides with recent regulations at inter-
national conferences such as the International
Conference on Machine Learning (ICML), which
states: “ The Large Language Model (LLM) pol-
icy for ICML 2023 prohibits text produced en-
tirely by LLMs (i.e., “generated”). This does not
prohibit authors from using LLMs for editing
or polishing author-written text.”. Source: https:
//icml.cc/Conferences/2023/llm-policy.

CCS Concepts
• Computer systems organization → Embedded systems;
Redundancy; Robotics; • Networks → Network reliability.

Keywords
datasets, neural networks, gaze detection, text tagging
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1 Introduction
What is Ego-less Research?

Define good research questions and run experiments
that generate scientific insights, i. e., new knowledge.
Do not aim to develop a new method and compare it to
weak baselines, cherry-picked datasets, and experimen-
tal conditions that favor your model.

Have a throughline in your paper and maintain it!

A papermust be consistent and coherent inwhat it wants
to convey to the reader. This means that you need to
define and maintain a throughline in your paper.
Key place in the paper to check for coherence and con-
sistency are

• title→ does it contain the key message, which
is then picked up in the abstract and elaborated
in the introduction,

• abstract,
• introduction→ contributions list and research

questions, respectively,
• datasets,
• procedure→ is there .

Whenever you make changes at one place, check and
update the others, too!

Instructions: Write following this structure.

To organize the introduction, the proposed structure of
Jennifer Widom should be used. Not using the struc-
ture may leave an introduction oftentimes meaningless,
when it ends at the motivation and does not well explain
the *why is it a problem* and *why is it not solved* parts.
Write explicit paragraphs for each of the questions. Fur-
thermore, make sure that the introduction picks up every
statement made by the abstract. The goal of the intro-
duction is to extend the gist provided by the abstract
by giving more detail, more context, explanations, and,
very important, citations to definitions, related work,
and methods.

This template is based on the official “Association for Com-
puting Machinery (ACM) - SIG Proceedings Template” provided
on Overleaf. A documentation is provided in this project. The
template is taken from Overleaf: https://www.overleaf.com/latex/
templates/association-for-computing-machinery-acm-sig-proceedings-
template/bmvfhcdnxfty
The official URL to this Overleaf template is: https://www.
overleaf.com/latex/templates/dsbda-templateforpaper-
annotated/svwvwvqxfxtp You may also use the view
link (ready only): https://www.overleaf.com/read/
mpmsdhfcwdfk.
If you look for a template for presentations/slides, Fabian
Singhofer is so kind to share his for DSBDA: https://www.
overleaf.com/read/qxrdtnzrrpwc

Links are “read”-links, so one can copy it into a new project.
By default, the language is set to American English.

The concept of the teaching programme is also documented
and available here: https://github.com/data-science-and-big-data-
analytics/teaching-examples/blob/main/Scherp-TdL21-vortrag.pdf

Note that there are also new writing tools that support aca-
demicwriting. For example, Grammarly: https://www.grammarly.
com/blog/academic-writing/
Note: Yellow boxes provide background information, ad-
ditional notes, recommendations, etc. and can later be re-
moved.
Apply Jennifer Widom structure, which is encoded here in
the yellow boxes.

What is the motivation?
Motivate your work.

What is the problem?

Describe in precise terms what the problem is that you address.
This definition of the problem is used/referred to throughout the
paper.
Why is it a problem?

Describe the relevancy of the problem.
Why is it not yet solved?

Describe why are existing solutions insufficient.
What is our solution approach?

Describe the method/algorithm that you propose to solve the
problem.
What are the results?
Describe key results from your experiments. Mention datasets,

measures, and observations. Reflect on the key insights by a brief
discussion. Make the reader interested in your paper.
What are your contributions?

Instruction: Write down your list of contributions.

The introduction (and the structure of it) needs to match
the bullet items of contributions at the end of the intro-
duction. There is a clear disconnection and break in the
paper if the introduction describes the motivation well,
but the contributions list is about something else, see
also comment below.
Your contributions list is a main point of discussion. It
has to be done well.

Below, we summarize our contributions.

• Provide a bullet-itemized list of research questions that
you address.

• Later, each research question will then be turned into a
contribution, i. e., a brief answer to the question is given.
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Short Version of the Title Goes Here (Optional)

Introduction What is a contribution item and what not.

The bullet items of contributions need to be a precise
description of research questions that are phrased as
how they make a contribution beyond the state of the
art. For example, “We compare our method X with three
strong baselines A, B, and C to demonstrate the effec-
tiveness of our approach on nine benchmark datasets.
[...].” The contributions list may not be a description of
implementation steps, e.g., we first pre-process data, we
train the models, and we evaluate the models, etc.

The remainder of the paper is organized as follows. Below,
we summarize the related works. Section 3 provides a problem
statement and introduces our models/methods. The experimental
apparatus is described in Section 4. An overview of the achieved
results is reported in Section 5. Section 6 discusses the results,
before we conclude.

2 Related Work
When reading the relatedwork, we aim to understand themethod(s),
datasets used, results of the experiments, and what the results
mean, i. e., how the authors argue about the results in the discus-
sion.

Instructions

To check the trustworthiness of results, we always per-
form some checks (derived from [1]). Papers, where one
has to tick one of the items below, do not allow for a fair
comparison with the state of the art. Reasons include
that they

• used different or non-standard benchmark
datasets,

• modified the datasets to use a different number
of classes (i. e., reducing the number of classes
in the preprocessing),

• modified the datasets to use additional informa-
tion (e. g., additional headermetadata in the 20ng
text dataset),

• employed different train-test splits (e. g., use
more training samples than others),

• used a different, smaller number of training ex-
amples (e. g., run their methods only on 5% of the
training data while using a benchmark dataset),

• not report the train-test splits (and thus the train-
ing data used remains unclear),

• do not report hyperparameter values (particu-
larly the learning rate),

• do not report an average over multiple runs of
the experiments together with the standard de-
viation (Avg. and SD will allow to assess the in-
fluence of random factors like the initialization
of model weights),

• have not optimized or do not use optimal hyper-
parameter values (e. g., the learning rate strongly
influences the results as demonstrated at the ex-
amples of BERT and RoBERTa by Galke et al.
[1]),

• do unsual preprocessing on the datasets (e. g.,
apply preprocessing for models that do not re-
quire it like BERT, drop samples in a multi-
labeling task that have 1 label and thus modify
the datasets, etc.),

• are unclear about the measure(s) used (e. g.,,
while writing “we use the F-score” most likely
means the (harmonic) F1-score, it still does not
detail if micro-averaging, macro-averaging, or
samples-averaging F1 is reported),
or

• it is not mentioned if the procedure applied con-
siders training a (graph) neural network in an
inductive versus transductive setting (transduc-
tive models are inherently performing better on
graph tasks) .

IMPORTANT: See also, and tead the summary of
dozens of practices in machine learning that may invali-
date the results of a research paper. “Questionable prac-
tices in machine learning”, https://arxiv.org/abs/2407.
12220

The rationales for not using benchmark datasets or employing
other train-test splits are not always clear. Also, the papers often
do not properly report hyperparameter values or miss reporting
any other of the items above.
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As a general rule when reading related work

Be suspicous and ask yourself: “Can I trust their results?”
Keep in mind: A primary objective of the paper is to put
their method in a good light.

And an important lesson when searching for literature.

Lesson learned (once) again!

If you search for literature and do not find anything.
Likely you just did not search for the right keywords.
For example, if you search for research on “(source) code
segmentation”, you will be disappointed (or happy) not
to find any. But do not be a fool. There is work, it is
“text segmentation” a classical area in natural language
processing. You just have to think about source code
being an (artificial) language that any modern tool will
process in the same way as a natural language.
A good hint is also if the task is visible in the community.
For text segmentation there exists its own category on
Papers with Code, see https://paperswithcode.com/task/
text-segmentation.

Writing hint: Use [? ] or ? ].
But always put a tilde ()̃ before the \cite.

2.1 Area 1
2.2 Area 2
2.3 Area ...
2.4 Summary/Reflection
What do we learn from the literature concerning your work?
Where are their strengths, and where are their weaknesses?
What is different in the related work compared to the proposed
approach?

3 <MyMethod> or Methods or Models
Methods : Which methods do apply?

3.1 [Problem Statement/Problem
Formalization]

(if not done as part of the introduction)

3.2 Assumptions
Assumptions: What are assumptions?

The assumptions describe explicitly what characteristics
of the dataset, method, etc. are assumed when running
the experiments. What assumptions you make are as
different as the research questions. An example of an
assumption in graph learning is "We assume to have
access to unlabeled test nodes during training, i.e., we
assume a transductive graph learning setting."

- What are the assumptions that you make?
Note: make sure there is an explicit section or subsection called

“Assumptions” in your paper.

Example: A textbook example of what an assumption is

Our primary assumption [for bibliographic metadata ex-
traction] is that all necessary information can be found
within a one-hop crawl of the landing page associated
with the DOI. This assumption is based on our observa-
tion that publishers present key bibliographic informa-
tion on the landing page or pages directly linked to it
e. g., the PDF of the publication.

Assumptions: Difference to research questions.

The assumptions are clearly not the same as the research
questions (that are to be stated in the introduction).
*Writing the research questions in the section on as-
sumptions is not possible.*

3.3 Methods for Aspect 1
Point of Discussion: Provide a bullet-itemized list of the
aspects that are considered by your research. For each
aspect, provide a description of the methods/models used
and proposed (own methods). Make sure it is consistent
with the research questions/contributions describe in the
introduction.
Example: Aspects are: a) clustering algorithms, b) embed-
ding methods, c) similarity measures. Instances for a) are
DBCAN, 𝑘-means, etc., b) TF-IDF, BERT, etc., c) cosine sim-
ilarity.

• Method 1
• Method 2
• ...

3.4 Methods for Aspect 2
3.5 Methods for Aspect 3
3.6 Summary
4 Experimental Apparatus
Follow the description of the experimental apparaturs given the
structure below.
Make sure to cover the questions provided in the EMNLP
checklist, see Appendix G.
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Short Version of the Title Goes Here (Optional)

4.1 Datasets
Dataset: What needs to be included in the description?

The used datasets need to be described including a table
showing relevant descriptive statistics. This includes the
number of samples in the data set and the split of the
dataset into the train, validation, and evaluation sets.
Other information relevant to the experiment needs to
be included such as the total number of classes and the
average number of classes per sample (in case of multi-
label classification), the average length of a document,
etc. Commonly this information is provided in tabular
form. What information is to be included depends on
the research question. A good guide is to look it up from
closely related papers. *Independent of what is reported
on the datasets, it is always necessary to add for each
average also the standard deviation.*

Datasets: Which datasets do you use? Provide descriptive sta-
tistics, usually in tabluar form.
Point of Discussion: Make sure that your datasets fit to the
problem and research questions, respectively. Make sure
that the datasets are available. Available means that you
have a) the license obtained (if needed) and b) the datasets
are actually on your disk (copied).

4.2 Preprocessing or Pre-processing
Describe the steps that are needed to prepare the datasets for the
experiments. It is commonly about rather technical steps that are
important for a good reproducibility of the work.

4.3 Procedure
Procedure: What needs to be described to understand
the experiments.

The experimental procedure needs to be clearly de-
scribed such that one can understand precisely which
experiments are carried out and how. Do not mix in
pre-processing (it is its own subsection above) nor im-
plementation details (it is a subsection below). Focus
on describing how the experiments are used to answer
your research questions. So if there are three research
questions in the order A, B, and C, one would expect
that the procedure describes experiments corresponding
to these research questions in exactly this order. If not
already clear from the dataset description, include a clear
statement about the dataset split including a rationale
why this specific split is used. It can be as short as “We
use a standard train/validate/test-split of 80, 10, and 10
percent of the dataset, following the literature (cite the
papers).”

Point of Discussion: Describe which methods you use
along the aspects defined in your research, on which
datasets they are applied, etc. Make sure it reflect fully
the experiments that you want to carry out according to
your own plan defined in the research questions.

Procedure: How do you run your experiments?

4.4 Hyperparameter Optimization
Note: If space is limited, this can be moved to supplemen-
tary materials

Point of Discussion: What are the (critical) hyperparame-
ters that you need to consider (beyond the learning rate)?
How do you plan to optimize the hyperparameters with
respect to the models and datasets? What is the hyperpa-
rameter search space?

4.5 Measures or Metrics
Measure: How do you measure the results?
Point of Discussion: Regarding the measurements and what
to measure, i. e., to which level of detail, please carefully
read: John Ousterhout’s article on “Always Measure One
Level Deeper” [3].

5 Results
- Report your results in tabular or otherwise structured form.

- Limit to objective results, no interpretation of results

5.1 RQ1 Results
5.2 RQ2 Results
5.3 ... Results
6 Discussion
- Now interpret and reflect on your results.

6.1 Key Scientific Insights [Gained from the
Results]

- What is the key takeaway? Reflect on the results (what have we
learned from them)?

- What are the key results of your research?
- What interesting insights could you obtain?
- Break down by research question.

6.2 Threat to Validity
- Why may your results be biased/not trustworthy? And why
in fact are they trustworthy! How reliable are your analyses?
Meaning, critically reflect on whether there may be errors / biases
in your analyses. So: What (possible) threats exist that could have
made the results unreliable, AND why are these not threats?

- Trick is to write down potential threats and explain why
they don’t hold true here!

- How reliable are your analyses? Meaning, critically reflect
on whether there may be errors / biases in your analyses.

6.3 Generalization
- Will the results be transferable/generalize to other datasets,
tasks, models, etc?

- Can one transfer the insights/results to other datasets? ...
other scenarios? ... other algorithms? Why can we assume that
the results generalize?

Why?

6.4 Future Work and Impact
What is future work?

What is the general impact of your work? — pick up arguments
from introduction etc.
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[- But also: What is the practical impact. ]

7 Conclusion
Summarize the key results in an interesting and new way.
For example by expanding it to a general broader scope of
science, economics, impact to life, etc. :-)

Provide a brief outlook to future work! (If not described in the
Section 6.4)

Limitations
- Reflect on the limitations of your work, so what conclusion
cannot or should not be derived from the work.

See also EMNLP’sMandatory Discussion of Limitations.
We believe that it is also important to discuss
the limitations of your work, in addition to its
strengths. EMNLP 2023 requires all papers to
have a clear discussion of limitations, in a ded-
icated section titled “Limitations”. This section
will appear at the end of the paper, after the dis-
cussion/conclusions section and before the refer-
ences, and will not count towards the page limit.
Papers without a limitation section will be auto-
matically rejected without review.

[...]
While we are open to different types of limita-
tions, just mentioning that a set of results have
been shown for English only probably does not
reflect whatwe expect.Mentioning that themethod
works mostly for languages with limited mor-
phology, like English, is a much better alterna-
tive. In addition, limitations such as low scala-
bility to long text, the requirement of large GPU
resources, or other things that inspire crucial fur-
ther investigation are welcome.

https://2023.emnlp.org/calls/main_conference_papers/#mandatory-
discussion-of-limitations

Author Statement
Author statement based on CRediT (Contributor Roles Taxon-
omy), see: https://www.elsevier.com/authors/policies-and-guidelines/
credit-author-statement

Ethical Statement
Write about ELSI, i. e., Ethical, Legal, and Social Implications of
your research.

Instructions: How to write an ELSI statement?

If you have no idea what to write here, consult your
favorite AI. Ask it for a checklist for ELSI considerations.
Should you ask the AI? Is it sufficient to ask the AI?

Acknowledgments
Add this mandatory acknowledgment if you use the
bwHPC.
The authors acknowledge support from the state of Baden-

Württemberg through bwHPC.
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gence for Individualised Learning Path and Processes” (16DHBKI001)
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The presented research is the result of aMastermodule “Project
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Short Version of the Title Goes Here (Optional)

A Supplementary Materials
Note: Backward references to main part of the paper is ok.
But do not directly refer to figures or tables from body to
here.

A.1 Extended Related Work
A.2 Extended Results
A.3 Hyperparameter Optimization
A.4 Detailed Discussions
A.5 ...
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B Resources: Very Interesting Paper
Language Model “Alternatives”.

• S4: Efficiently Modeling Long Sequences with Structured State Spaces, https://arxiv.org/abs/2111.00396
• Mamba: Linear-Time Sequence Modeling with Selective State Spaces, https://arxiv.org/abs/2312.00752
• xLSTM: Extended Long Short-Term Memory, https://arxiv.org/abs/2405.04517
• KAN: Kolmogorov-Arnold Networks, https://arxiv.org/abs/2404.19756
• gMLP: Pay Attention to MLPs, https://arxiv.org/abs/2105.08050
• Pretraining Without Attention, https://arxiv.org/abs/2212.10544

Language.
• Do Llamas Work in English? On the Latent Language of Multilingual Transformers, https://arxiv.org/abs/2402.10588
• Evolutionary Optimization of Model Merging Recipes, https://arxiv.org/abs/2403.13187

TL;DR: Language model merging on the level of layers.
• When LLMs are Unfit Use FastFit: Fast and Effective Text Classification with Many Classes, https://arxiv.org/abs/2404.12365v1
• Leak, Cheat, Repeat: Data Contamination and EvaluationMalpractices in Closed-Source LLMs, https://aclanthology.org/2024.eacl-

long.5/
and
Proving Test Set Contamination in Black-Box Language Models, https://openreview.net/forum?id=KS8mIvetg2

• LLM2Vec: Large Language Models Are Secretly Powerful Text Encoders https://arxiv.org/abs/2404.05961

Graphs.
• GraphAny: A Foundation Model for Node Classification on Any Graph, https://arxiv.org/abs/2405.20445
• Mirage: Model-Agnostic Graph Distillation for Graph Classification, https://arxiv.org/abs/2310.09486

C Resources: Interesting Paper
Language.

• MM1: Methods, Analysis & Insights from Multimodal LLM Pre-training, https://arxiv.org/abs/2403.09611
TL;DR: Show among others that adding automatically generated image captions improves the image classification task.

• Better & Faster Large Language Models via Multi-token Prediction, https://arxiv.org/abs/2404.19737
TL;DR: Learn to predict 𝑛 tokens in causal language modeling rather than a single token is better.

Graphs.
• Graph Language Models, https://arxiv.org/abs/2401.07105

TL;DR: Transfer of T5’s model weights and modification of the attention mechanism to support graphs.
• Utilizing Description Logics for Global Explanations of Heterogeneous Graph Neural Networks, https://arxiv.org/abs/2405.12654

TL;DR: Bridges the classical world of logic to fancy graph neural networks.

D Surveys
General Machine Learning. Attention

• A General Survey on Attention Mechanisms in Deep Learning, https://arxiv.org/abs/2203.14263
Continual Learning

• AWholistic View of Continual Learning with Deep Neural Networks: Forgotten Lessons and the Bridge to Active and Open
World Learning, https://arxiv.org/abs/2009.01797

• A wholistic view of continual learning with deep neural networks: Forgotten lessons and the bridge to active and open world
learning, https://www.sciencedirect.com/science/article/pii/S089360802300014X

Distillation
• Knowledge Distillation: A Survey, https://arxiv.org/abs/2006.05525

Graphs. * Foundations and Frontiers of Graph Learning Theory, https://arxiv.org/abs/2407.03125
* A Survey of Large Language Models for Graphs, https://arxiv.org/abs/2405.08011
* Deep Learning on Graphs: A Survey https://arxiv.org/abs/1812.04202
* Comprehensible Artificial Intelligence onKnowledgeGraphs: A survey, https://www.sciencedirect.com/science/article/pii/S1570826823000355
* Continual Graph Learning: A Survey, https://arxiv.org/abs/2301.12230
* A review of graph neural networks: concepts, architectures, techniques, challenges, datasets, applications, and future directions,

https://journalofbigdata.springeropen.com/articles/10.1186/s40537-023-00876-4
* A survey of graph neural networks in various learning paradigms:methods, applications, and challenges, https://link.springer.com/article/10.1007/s10462-

022-10321-2
* A Comprehensive Survey on Automatic Knowledge Graph Construction, https://dl.acm.org/doi/10.1145/3618295
* A Comprehensive Survey on Deep Graph Representation Learning Methods, https://dl.acm.org/doi/pdf/10.1613/jair.1.14768
* Graph Self-Supervised Learning: A Survey, https://arxiv.org/abs/2103.00111
* A Survey on Temporal Knowledge Graph Completion: Taxonomy, Progress, and Prospects, https://arxiv.org/abs/2308.02457
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* Position Paper: Challenges and Opportunities in Topological Deep Learning https://arxiv.org/abs/2402.08871
* Uncertainty in Graph Neural Networks: A Survey, https://arxiv.org/abs/2403.07185
* Attending to Graph Transformers, https://arxiv.org/abs/2302.04181

Dynamic Graphs. * A Comprehensive Survey of Dynamic Graph Neural Networks: Models, Frameworks, Benchmarks, Experiments
and Challenges, https://arxiv.org/abs/2405.00476

Summarization with GNNs. * A Survey on Graph Condensation, https://arxiv.org/abs/2402.02000
* A Comprehensive Survey on Graph Summarization with Graph Neural Networks, https://arxiv.org/abs/2302.06114
* A Survey on Extractive KnowledgeGraph Summarization: Applications, Approaches, Evaluation, and FutureDirections, https://arxiv.org/abs/2402.12001
* A Comprehensive Survey on Graph Reduction: Sparsification, Coarsening, and Condensation, https://arxiv.org/abs/2402.03358
* A Survey on Structure-Preserving Graph Transformers, https://arxiv.org/abs/2401.16176
Structural Summarization
* Structural Summarization of Semantic Graphs Using Quotients, https://doi.org/10.4230/TGDK.1.1.12
Link Prediction
* Beyond Transduction: A Survey on Inductive, Few Shot, and Zero Shot Link Prediction in KnowledgeGraphs, https://arxiv.org/abs/2312.04997
* A Survey on Graph Classification and Link Prediction based on GNN, https://arxiv.org/abs/2307.00865
Recommender
* A survey of graph neural network based recommendation in social networks, https://www.sciencedirect.com/science/article/abs/pii/S0925231223005647
* Graph Neural Networks in Recommender Systems: A Survey, https://arxiv.org/abs/2011.02260
* A Survey of GraphNeural Networks for Recommender Systems: Challenges,Methods, andDirections, https://dl.acm.org/doi/full/10.1145/3568022
Distillation
* Graph-based Knowledge Distillation: A survey and experimental evaluation, https://arxiv.org/abs/2302.14643
* Knowledge Distillation on Graphs: A Survey, https://arxiv.org/abs/2302.00219
Continual Learning
* Continual Learning on Graphs: Challenges, Solutions, and Opportunities, https://arxiv.org/abs/2402.11565
* Graph Learning under Distribution Shifts: A Comprehensive Survey on Domain Adaptation, Out-of-distribution, and Continual

Learning, https://arxiv.org/abs/2402.16374

Knowledge Graphs meet LLMs. * Combining Knowledge Graphs and Large Language Models, https://arxiv.org/abs/2407.06564
TL;DR: An analysis of 28 papers outlining methods for KG-powered LLMs, LLM-based KGs, and LLM-KG hybrid approaches

Natural Language Processing / LLMs. * On the Opportunities and Risks of Foundation Models, https://arxiv.org/abs/2108.07258 [argue
among others that due to the huge resources required by language models, research on them is pushed into the hands of a few global
industrial players only]

Prompting LLM
* The Prompt Report: A Systematic Survey of Prompting Techniques, https://arxiv.org/abs/2406.06608
LLM
* A Comprehensive Overview of Large Language Models, https://arxiv.org/abs/2307.06435
* Large Language Models: A Survey, https://arxiv.org/abs/2402.06196
* The Life Cycle of Knowledge in Big Language Models: A Survey, https://arxiv.org/abs/2303.07616
* A Survey of Large Language Models, https://arxiv.org/abs/2303.18223
* A Survey of Knowledge Enhanced Pre-Trained Language Models, https://ieeexplore.ieee.org/document/10234662
* A Survey on Deep Semi-Supervised Learning, https://ieeexplore.ieee.org/document/9941371
* The Prompt Report: A Systematic Survey of Prompting Techniques, https://arxiv.org/abs/2406.06608
Efficient LLM
* Efficient Large Language Models: A Survey, https://arxiv.org/abs/2312.03863 and https://github.com/AIoT-MLSys-Lab/Efficient-

LLMs-Survey
Continual
* Continual Learning for Large Language Models: A Survey, https://arxiv.org/abs/2402.01364
Classification
* A Survey of Text Classification With Transformers: How Wide? How Large? How Long? How Accurate? How Expensive? How

Safe?, https://ieeexplore.ieee.org/document/10380590
* Graph Neural Networks for Text Classification: A Survey, https://arxiv.org/abs/2304.11534
* Recent Advances in Hierarchical Multi-label Text Classification: A Survey, https://arxiv.org/abs/2307.16265
* Text classification using embeddings: a survey, https://link.springer.com/article/10.1007/s10115-023-01856-z
* Deep learning, graph-based text representation and classification: a survey, perspectives and challenges, https://link.springer.com/article/10.1007/s10462-

022-10265-7
* A Survey of Cross-Lingual Text Classification and Its Applications on FakeNewsDetection, https://www.worldscientific.com/doi/10.1142/S2811032323500030
Augmentation
* A Survey on Data Augmentation for Text Classification, https://dl.acm.org/doi/10.1145/3544558
KG Editing with LLM
* Knowledge Editing for Large Language Models: A Survey, https://arxiv.org/abs/2310.16218
Augmentation
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* Augmented Language Models: a Survey, https://arxiv.org/abs/2302.07842
* Retrieval-Augmented Generation for Large Language Models: A Survey, https://arxiv.org/abs/2312.10997
Interpretability
* Post-hoc Interpretability for Neural NLP: A Survey, https://arxiv.org/abs/2108.04840
Specific Domains
* Artificial Intelligence for Literature Reviews: Opportunities and Challenges, https://arxiv.org/abs/2402.08565
Instance Selection
* AComparative Survey of Instance SelectionMethods applied toNon-Neural and Transformer-Based Text Classification, https://dl.acm.org/doi/10.1145/3582000
Question Answering
* Deep learning-based question answering: a survey, https://link.springer.com/article/10.1007/s10115-022-01783-5
* Modern Question Answering Datasets and Benchmarks: A Survey, https://arxiv.org/abs/2206.15030
LLMs and code
* Large Language Models for Code Completion: A Systematic Literature Review, https://www.sciencedirect.com/science/article/pii/

S0920548924000862

Information Retrieval. * A Survey on RAG Meets LLMs: Towards Retrieval-Augmented Large Language Models, https://arxiv.org/abs/
2405.06211

* A Survey of Generative Search and Recommendation in the Era of Large Language Models, https://arxiv.org/abs/2404.16924
* Large Language Models for Information Retrieval: A Survey, https://arxiv.org/abs/2308.07107
* Neural Approaches to Conversational Information Retrieval, https://arxiv.org/pdf/2201.05176.pdf
Ranking
* Pretrained Transformers for Text Ranking: BERT and Beyond, https://arxiv.org/abs/2010.06467
* Utilizing BERT for Information Retrieval: Survey, Applications, Resources, and Challenges, https://dl.acm.org/doi/10.1145/3648471
* Large Language Models are Effective Text Rankers with Pairwise Ranking Prompting, https://arxiv.org/abs/2306.17563
Code Search
* Survey of Code Search Based on Deep Learning, https://arxiv.org/abs/2305.05959

Time Series Analysis. * Foundation Models for Time Series Analysis: A Tutorial and Survey, https://arxiv.org/abs/2403.14735v1

E Books
Machine Learning. Probabilistic Machine Learning: An Introduction https://probml.github.io/pml-book/book1.html
Probabilistic Machine Learning: Advanced Topics https://probml.github.io/pml-book/book2.html
Lifelong Machine Learning https://www.cs.uic.edu/ liub/lifelong-machine-learning.html
Lifelong Learning: https://www.cs.uic.edu/ liub/lifelong-machine-learning-draft.pdf
The Modern Mathematics of Deep Learning https://arxiv.org/abs/2105.04026
Probabilistic ML intro, https://probml.github.io/pml-book/book1.html,
Probabilistic ML Adv, https://probml.github.io/pml-book/book2.html,
Interpretable Machine Learning
A Guide for Making Black Box Models Explainable https://christophm.github.io/interpretable-ml-book/

Graphs. Deep Learning on Graphs, https://yaoma24.github.io/dlg_book/
Geometric Deep Learning: Grids, Groups, Graphs, Geodesics, and Gauges https://arxiv.org/abs/2104.13478
GeomDL (also videos etc): https://geometricdeeplearning.com/,
Graph Representation Learning, https://www.cs.mcgill.ca/~wlh/grl_book/

Natural Language Processing. * Eisenstein - Natural Language Processing, https://cseweb.ucsd.edu/ nnakashole/teaching/eisenstein-
nov18.pdf (also: https://www.amazon.de/Jacob-Eisenstein/dp/0262042843/ )

* Formal Aspects of Language Modeling, 2023, https://arxiv.org/abs/2311.04329
* Formal Aspects of Language Modeling, 2024, https://drive.google.com/file/d/1IYgjs0Vf8TPmVW6w4S125j3G5Asatn4f/view
* Training, Fine Tuning, Inference andApplications of LanguageModels, https://drive.google.com/file/d/1PtxuMe6JZyBXBuuGkgDnnD3JRs_

JEl5j/view
Modules
* Advanced Formal Language Theory, Spring 2023, https://rycolab.io/classes/aflt-s23/
* Large Language Models, Spring 2023, https://rycolab.io/classes/llm-s23/

Theory/Math.

• Mark de Berg, Otfried Cheong, Marc van Kreveld, Mark Overmars: Computational Geometry, https://www.cs.cmu.edu/afs/cs/
academic/class/15456-s14/Handouts/BKOS.pdf

• Leonid Libkin: Elements of Finite Model Theory, https://homepages.inf.ed.ac.uk/libkin/fmt/fmt.pdf

F Data Science and Big Data Analytics (DSBDA) Group
F.1 Data Science Readings
We are running a reading club on Data Science on Wednesdays.
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How it works: Idea of the reading club is to have a joined chat about recent research papers. Particular focus is text analytics and
graph analytics, and general recent methods in deep learning.

Procedure is usually as follows:
• Someone proposes a paper/topic, which is well before the meeting disseminated.
• So everyone has time to read the paper and is actually also expected to have read the paper (otherwise discussions are not so

much fun!)
• During the meeting, the proposer briefly summarizes the paper, including key strengths and weaknesses.
• Followed by a round-robin quick feedback from everyone.
• Discussion goes into the details ... :-)

How to subscribe: Interested? Go here to subscribe: https://imap.uni-ulm.de/lists/subscribe/data-science-readings
This is a mailing list on which you receive current information: mailto:data-science-readings@lists.uni-ulm.de

F.2 Lectures, Seminars, Project Groups, and Theses
Lectures:We offer a couple of different lectures for both BSc and MSc students. These are available for self-enrolment with all materials
available for download. Please contact us to get information which lectures will be offered the next terms.

• “Graph Analytics and Deep Learning”, Self-enrolment for slides (winter 2022/23): https://moodle.uni-ulm.de/course/view.php?
id=36399

• “Text Analytics and Deep Learning”, Self-enrolment for slides (winter 2021/22): https://moodle.uni-ulm.de/course/view.php?id=
26119

• “Web Information Retrieval (and Deep Learning)”, Self-enrolment for slides (summer 2021): https://moodle.uni-ulm.de/course/
view.php?id=22260

• “Advanced Methods in) Data Mining and Machine Learning”, Self-enrolment for slides (winter 2020/21): https://moodle.uni-
ulm.de/course/view.php?id=16999
There are also slides for the full 4 SWS module (same moodle course): https://moodle.uni-ulm.de/mod/folder/view.php?id=254324

My concept for research-based teaching: https://www.uni-ulm.de/fileadmin/website_uni_ulm/zle/Tag_der_Lehre/downloads/Scherp-
TdL21-vortrag.pdf

Seminar and Projects:We also regularly offer seminars on data science (BSc/MSc), as well as the module “Project Data Science”. For
projects, please contact us.

Theses: If you are interested in a BSc or MSc thesis, please contact us. We have compiled a couple of topics here: https://docs.google.
com/presentation/d/1k1aEZYX_UM8rWlojgGTV11O85Lu104e2K-CBDg-k-9A

F.3 Examples of Student Submissions
This folder contains examples of submissions from the last years (in PDF).

https://github.com/data-science-and-big-data-analytics/teaching-examples
Please refer to the corresponding sub-folders for an example relevant to a practical group project submitted in the context of a lecture,

MSc project, seminar (written for MSc but also suitable for BSc), and MSc thesis.

F.4 Examples of Data Science Frameworks
This git repository explains how to use selected data science frameworks.

https://github.com/data-science-and-big-data-analytics/data-science-frameworks
A README explains how to use it. Furthermore, helpful tips and available infrastructure are stated (bwCloud, bwUniCluster, and

Google Colab).
We have also added a slide deck explaining the frameworks a bit and how to use the cloud compute services available to you. Slides

explaining this code (with comment function available):
https://docs.google.com/presentation/d/1v41r4zBfYMe7okcziThfDqt0vqsKrPPYjNDRQHZksRI

F.5 Examples of Peer-reviewed Publications from Student Submissions
Some selected publications from student submissions. Will be updated and completed shortly.

• MSc Thesis Fabian Singhofer [DocEng ‘21] (B ranked), Best paper award!, https://arxiv.org/abs/2105.08842
• Project STEREO [iiWAS’ 21] (C ranked), https://arxiv.org/abs/2103.14124
• Project Text Summarization [iiWAS’ 21] (C ranked), https://arxiv.org/abs/2105.11908
• MSc Thesis Ishwar Venugopal [IJCNN ‘21] (A ranked), https://arxiv.org/abs/2102.07838
• MSc Thesis Morten Jessen [DocEng ‘19] (B ranked), Best student paper award!, https://dl.acm.org/doi/10.1145/3342558.3345396
• MSc Thesis Florian Mai [JCDL ‘18] (A* ranked), https://arxiv.org/abs/1801.06717
• Project Quadflor: [KCAP ’17] (A ranked), https://arxiv.org/abs/1705.05311
• MSc Thesis Gregor Große-Bölting [KCAP ‘15, [2]]: Best student paper nomination!, https://dl.acm.org/doi/10.1145/2815833.

2815838

G EMNLP 2021 Submission Guidelines
FROM EMMNLP Submission Call, https://2021.emnlp.org/call-for-papers =============================
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Ethics / Impact Statement ————————- Tick below if your submission contains an ethics consideration / impact statement. Note
that the impact statement is optional.. I/We have included an ethics / impact statement as part of our conference submission and
understand that this will be taken into consideration during the review process.

Reproducibility Checklist ————————- Before you submit, please make sure that the following reproducibility checklist is filled.
For all reported experimental results: ————————————– A clear description of the mathematical setting, algorithm, and/or

model (*) Submission of a zip file containing source code, with specification of all dependencies, including external libraries, or a link to
such resources (while still anonymized) (*) Description of computing infrastructure used (*) The average runtime for each model or
algorithm (e.g., training, inference, etc.), or estimated energy cost (*) Number of parameters in each model (*) Corresponding validation
performance for each reported test result (*) Explanation of evaluation metrics used, with links to code (*)

For all experiments with hyperparameter search: ———————————————– The exact number of training and evaluation runs (*)
Bounds for each hyperparameter (*) Hyperparameter configurations for best-performing models (*) Number of hyperparameter search
trials (*) The method of choosing hyperparameter values (e.g., uniform sampling, manual tuning, etc.) and the criterion used to select
among them (e.g., accuracy) (*) Summary statistics of the results (e.g., mean, variance, error bars, etc.) (*)

For all datasets used: ———————- Relevant details such as languages, and number of examples and label distributions (*) Details of
train/validation/test splits (*) Explanation of any data that were excluded, and all pre-processing steps (*) A zip file containing data or
link to a downloadable version of the data (*) For new data collected, a complete description of the data collection process, such as
instructions to annotators and methods for quality control (*)

If the above items are not applicable or if you have any additional comments, please provide your feedback below.
Note: This list is based on Dodge et al, 2019 and Joelle Pineau’s reproducibility checklist. Dodge: https://www.aclweb.org/anthology/

D19-1224.pdf Pinaue https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf
Further checklists for papers:
CoLLAs 2024, https://lifelong-ml.cc/reproducibility
NeurIPS 2021 Paper Checklist Guidelines, https://neurips.cc/Conferences/2021/PaperInformation/PaperChecklist

H Administrative and Others
Structure of the proposal. You may well use this template also for writing the proposal of your thesis. Please make sure to cover these

topics.
• Motivation
• Problem statement (incl. assumptions!)
• Research questions (separate in mandatory / optional)
• Methods (you plan to apply and/or newly develop)
• Dataset(s) (possibly also: benchmarks)
• Related work (few, key papers only in the proposal)
• Schedule (how to use the 6 months of work; commonly we use 4 months for develop, 2 for evaluation; writing starts on day 1)

Proposal is typically short, few pages (e. g., 1-2 A4 pages) in this template.

Forms for registering a thesis at UULM. MSc Thesis: https://www.uni-ulm.de/fileadmin/website_uni_ulm/studium/Studienorganisation/
Pruefungsanmeldung/Formulare/antrag_masterarbeit_WEB.pdf

BSc Thesis: https://www.uni-ulm.de/fileadmin/website_uni_ulm/studium/Studienorganisation/Pruefungsanmeldung/Formulare/
antrag_bachelorarbeit_WEB.pdf

And do not forget to have your signature on the paper regarding the statement of originality, see following page.
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Fun
See also paper templates, but in other disciplines.

tinyurl.com/paper-template→ https://drive.google.com/file/d/1IaQpS5blxHNIKEBoXh0kQPRGjAtXr6XZ/view
and
tinyurl.com/papertemplate→ https://www.kidzone.ws/magic/walkthrough-t.htm
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I Conference Planner

Table 1: Conferences on Graphs, Semantic Web, andWeb. Entries are grouped based on CORE and then submission deadline
(DL). Rank u means currently unranked.

Name Acronym CORE DL
ACM International Conference on Web Search and Data Mining WSDM A*
International World Wide Web Conference WWW A*
IEEE International Conference on Web Services ICWS A February
Extended Semantic Web Conference ESWC A
International Semantic Web Conference ISWC A
International Conference on Web Engineering ICWE B January
International Conference on Graph Transformation ICGT B February
International Conference on Web Information Systems Engineering WISE B June
IEEE/WIC/ACM International Conference on Web Intelligence WI/WI-IAT B
Web and Big Data APWEB C March
Latin-American Algorithms, Graphs and Optimization Symposium LAGOS C March
International Conference on Internet and Web Applications and Services ICIW C March
Information Integration and Web-based Applications and Services iiWAS C June
International Conference on Web Information Systems and Technologies WEBIST C June
Cologne-Twente Workshop on Graphs and Combinatorial Optimization CTW C
EuroConference on Combinatorics, Graph Theory and Applications EUroComb C (bi-anual; odd years);
Workshop on Algorithms And Models For The Web Graph WAW C
Learning on Graphs Conference LoG u September

Graphs, Semantic Web, Web.
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Name: Space Lazer Student Number: 666

Statement of Originality
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